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Background and Problem 

• Background: 
– Cloud Datacenter used high-reliable servers still have quite 

downtime because of huge numbers of nodes & 
environment fluctuations, etc.  

– Even some clusters consist of  PCs. 

– The downtime of the datacenter should be reduced as 
much as possible.  

 

• Problems: 
– How to detect the possible failure before errors of nodes 

occur actually? 
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Dynamic Anomaly Detection 

 
• Based on the dataset collected from node and 

sensor in every minutes 

– CPU load/memory user/disk accesses/network 
traffic ,etc. 

– fan speed/temperature/moisture ,etc. 

• Use Dynamic Anomaly Detection to warn 
possible malfunction in advanced 

• Use map-reduce because of massive dataset 
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Methodology 

• Data Collected and Processing 
• CPU load/network traffic 

• (CPU load)2/(network traffic + disk accesses/sec) 

• Anomaly Detection Algorithm 
• Density-based 

• Simple & Efficient 

• it just take 𝑂 𝑛 ∗ 𝑚  and can be parallel 

• Map-Reduce 
• Cluster run detection algorithm periodically to do self 

test. 

• Notify staff to check suspicious nodes 
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Preliminary result 

• We expected DAD could work well 

• And we coule reduce total downtime and 
overhead if we maintain anomaly node 
weekly. 
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Q & A 
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