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Background and Problem

B \Vith the emerge of cloud computing paradigm, a
large number of future-generation data center will use
virtualization and cloud computing technology, high
efficiency of energy management is a great challenge.

B \What we want to solve is to find a way to the save
energy of physical machine in the model of
Virtualized Cloud Computing.



Our 1dea

Data Center Network Model

mFormally, we consider a data
center network with dependency
graph G(V,E);

mwhere V ={v1, v2, ..., vn} is the
set of VMs;

ME is the set of edges defined as E
= (vi, Vv)) : vi, v] €V, two VMs vi
and vj are dependent with each
other if any communication takes
places between them;

Mlet P={pl, p2, ..., pm} denote
set of physical machines;

M Then, the set of VMs hosted by
physical machine p € P can be
denoted by V (p).



Power
(Watts)

Assume we have a figure:

Power=f (CPU, Memory utilization)
BCan be modeled by experiment
mf (CPU, Memory utilization) can be

different for different physical
g , machine
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Why need migration?
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Methodology - Predictive

Predict the usage based on historical data

arrivals observed during noon—1PM

Howrly session arrival rte

Midnight Nooa 11 PM prediction for noon—1PM today



Methodology - Reactive

Monitor ()
in every period,monitor all PM
if(there is a PMi that U(i)<g)
return Reduce&i
else
if(there is a PMi that U(i)>n)
return Increase&i
return Normal&0

\ 4

main ()

while ((changeflag,i) = Monitor () )

if(changeflag == Reduce)
VM-Migration (i) Join-Multicastdomain (PMnumber i)
use the existing algorithms

if(changeflag == Increase)

Join-Multicastdomain (i) VM-Migration (PMnumber i)

MormalRun
0 if(U(PMk + PMi) < n)

compute Sk=f(U(PMi + PMKk)) - f(U(PMKk))
else
Sk= -MAX
find k that Sk is the smallest in {S1,S2,
migrate all the VM on PMi to PMk

we set function U(PM) to compute the utilization of PM given.

we assume that € is the lowest critical limit of hardware use and n is the highest critical limit of hardware use
which can be set heuristically.

The CPU utilization is changing every second, and assume it is a long time average.




Preliminary result
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Now the best energy-aware VM
placement algorithm can maximize the
utilization of the physical machines
while decreasing data center traffic by
up to 50% ~ 81%, given the conditions
of the server-side constraints and
different data center network
architectures, significantly reduce
server energy consumption and network
energy consumption in data centers.
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Fig. 4. Number of used physical machines for five placement algorithms



Preliminary result

This graph shows useful power management of virtualized cloud computing platform algorithms
we have now.
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Limitations of this work

m\\e did not consider the migration lost. (The lost of shutting down a physical machine and re-
opening a VM on another PM.)

m\\e assume we need to remove all the VMs from a PM and shut down a PM completely. Did
not consider the case that we only migrate part of the VMs.
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