
0

Prediction of Virality Timing Using Cascades in Social Media

Ming Cheung, HKUST-NIE Social Media Lab
James She, HKUST-NIE Social Media Lab
Alvin Junus, HKUST-NIE Social Media Lab
Lei Cao, HKUST-NIE Social Media Lab

Predicting content going viral in social networks is attractive for viral marketing, advertisement, entertain-
ment, and other applications, but is still a challenge in the big data era today. Previous works mainly focus
on predicting the possible popularity of content, rather than the timing of reaching such popularity. This
work proposed a novel yet practical iterative algorithm to predict the virality timing, in which the correla-
tion between the timing and growth of content popularity is captured by using its own big data naturally
generated from users’ sharing. Such data is not just able to correlate the dynamics and associated timings in
social cascades of viral content, but also can be useful to self-correct the predicted timing against the actual
timing of the virality in each iterative prediction. The proposed prediction algorithm is verified by datasets
from 2 popular social networks - Twitter and Digg, as well as 2 synthesized datasets with extreme network
densities and infection rates. With about 50% of the required content virality data available (i.e., halfway
before reaching its actual virality timing), the error of the predicted timing is proven to be bounded within
a 40% deviation from the actual timing. To the best of our knowledge, this is the first work that predicts
content virality timing iteratively by capturing social cascades dynamics.
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1. INTRODUCTION
Social media and networks are very influential in our society today; sharing text, video
and other types of content is now a daily lifestyle for many individuals. Digg and Twit-
ter are popular social networks to spread breaking news and interesting content [Bak-
shy et al. 2012] [Cha et al. 2009], where users share these pieces of content and cause
some of them go viral. Fig. 1 (a) shows the number of votes for a popular piece of news
shared in Digg, which was voted for at least 10000 times in the first 140 minutes. Fig. 1
(b) shows a popular mobile game, Angry Birds, which had over 500 million downloads
in about 2 month; and Fig. 1 (c) is a globally popular song, Gangnam Style, which
received over 1 billion views on YouTube in a year. However, such virality (i.e., the
tendency of content to be viral), is not guaranteed as only a few pieces of content can
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attract millions, and thus it is challenging to know when it will happen. Predicting
virality is challenging due to the nature of the content and user sharing behaviors, as
well as users’ influences in social networks. So far, there is no universal method that
can generically predict content virality and its timing in social networks. Content vi-
rality, or the popularity, can be measured as a targeted number of views of, shares of
or votes on content.

With the ubiquity of smartphones and wearable devices today, content sharing is
no longer limited by time and location. Users seamlessly generate and share content
with others on social networks all the time, and a big amount of data (big data) about
much social information such as friendships, user interests and sharing timings is nat-
urally generated along with these sharings. This kind of data indeed provides useful
information for precise virality prediction that was hardly achievable before the era of
big data. However, how to utilize such data is still being investigated today due to its

Fig. 1: Examples of viral content: (a) popular story on Digg, (b) Angry Birds
(source:www.macstories.net), and (c) Gangnam Style (source:www.youtube.com).
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volume, variety, velocity and other challenges. Most of the previous works focus on the
final popularity of viral content, but there are only a few investigations into the timing
to reach such virality [Cheung et al. 2013][Junus et al. 2015]. For applications in viral
marketing, advertising, entertainment, etc., predicting the virality timing is very im-
portant to the business needs or even the media risks. For example, if the popularity
of a product is predicted to reach the viral target in a social network after 2 months,
it will be cost-effective to adjust the related marketing campaign not to finish until
then. Hence, the proposed algorithm aimes at predicting the timing of content virality
reaching a given viral target. This work is motivated to address the following issues:

— How to predict the timing for content virality?
— How will the big data be useful for such a prediction?

To let the prediction results be practical for real-world applications with an acceptable
error range, the novelty of this work focuses on how such a prediction of virality timing
is possible with early data on content virality by utilizing the data naturally generated
in social cascades. The contributions of this paper can be summarized as follows:

(1) intensively measured social cascades of viral content from Twitter and Digg to
describe and evaluate correlations between cascade dynamics and virality timing;

(2) proposed a practical self-correcting iterative algorithm to predict virality timing by
using data that describes the related cascade dynamics;

(3) extensively verified the proposed algorithm with data from Twitter and Digg, and
with simulated data with extreme conditions to prove the prediction’s effectiveness.

This paper starts with the related work in Section II. The definition of social cascade,
and a discussion of its relations to content virality are presented in Section III. Char-
acteristics of social cascades for viral content are evaluated by massive measurements
in Section IV. The proposed iterative prediction algorithm of virality timing is pro-
posed in Section V, and is followed by experimental results in Section VI to prove its
effectiveness. Section VII concludes the paper with possible long-term impacts.

2. RELATED WORK
Virality prediction has become one of the most trendy research topics recently, in which
virality can be measured by the number of views of a video on Youtube, to the number
of shares of content on social media. Research works focus on detecting the time of the
burst, whether the virality, such as the number of views, will reach a target, or the
time to reach a viral target [Cheung et al. 2013]. One of the common methods to pre-
dict the virality is to apply the properties of content: the length, title and the category
of a video on Youtube [Cheng et al. 2007][Figueiredo et al. 2014][Jiang et al. 2014],
the wordings and language of a tweet on Twitter[Jenders et al. 2013][Bandari et al.
2012], and the structure of the social graph [Hong et al. 2011][Jenders et al. 2013].
Based on these properties, researchers implemented classification models [Hong et al.
2011][Jenders et al. 2013][Bandari et al. 2012] to obtain viral content. Another com-
mon method is to use early popularity, such as number of views/share of a video, to
predict the virality. It is proven that the early popularity has a strong correlation
with final popularity [Cha et al. 2007][Szabo and Huberman 2010][Figueiredo et al.
2014][Zhao et al. 2015], and the growth of the popularity follows certain distribu-
tions [Pinto et al. 2013][Cheng et al. 2007][Yang and Leskovec 2011][Bandari et al.
2012][Bauckhage et al. 2015][Bauckhage et al. 2014][Bauckhage et al. 2013]. By fit-
ting the distributions with early or currently available data, it is possible to predict
the future virality. Although promising results have been obtained, this method has
no insight into how social media helps the spreading of content.Additional informa-
tion on spreading on social media could lead to improved predictions.
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The attention of users can lead to higher infection rates, such as, a higher number
of searches in Google can lead to a higher number of views in Youtube a day later
[Bauckhage et al. 2015]. Social media helps to draw the attention of users through
sharing. In [Eysenbach 2011], a higher number of Tweets on Twitter about a paper
can lead to a higher citation of the paper. A highly shared video on social media is
likely to have a higher number of views [Broxton et al. 2013]. The content shared on
social media spreads through links among users, and a cascade is formed. The mech-
anisms in social media, such as notifications, are proven to be effective in information
diffusion [Cha et al. 2008][Yu and Fei 2009][Hodas and Lerman 2014][Broxton and
Wattenhofer 2013]. The growth of a cascade follows a different structure and life time,
depending on the virality of the cascade [Goel et al. 2013][Wu and Huberman 2007].
The number of shares, the size of a cascade, or the burst time, can be used as a mea-
surement of virality, and it is proven that the structure of the social graph [Lerman
and Ghosh 2010][Leskovec et al. 2007][Cheng et al. 2014][Lehmann et al. 2012], inter-
actions among users [Galuba et al. 2010][Shamma et al. 2011] and content properties
[Tang et al. 2009][Goyal et al. 2010][Guerini et al. 2013] are highly related to the
growth rate of a cascade. Based on these observations, researchers apply classification
[Cui et al. 2013][Wang et al. 2015][Yu et al. 2014], previous sharing [Saito et al. 2008]
and model fitting [Sun et al. 2009][Wang et al. 2015][Yu et al. 2015]. However, it is
not clear how the time to reach a viral target can be predicted in these works using
cascade information from a piece of content. In [Yu et al. 2015], the authors predict the
size of a cascade using the behaviors of nodes, but only focus on predicting the virality
of a cascade. In [Cha et al. 2008], the authors applied basic reproduction number [May
and Lloyd 2001], or the expected number of infections by a new infection, to capture
these factors, and it has been proven that the basic reproduction number can be well
modeled by the network structure, interactions among users and the content proper-
ties. It is interesting to investigate how basic reproduction number helps to predict the
virality of content.

Our previous work [Cheung et al. 2013] incorporated cascade dynamics to predict
the virality timing of a single cascade for a given viral target. The required informa-
tion is the infection durations, the time taken for a node to be infected, and the cascade
growth, which is commonly available on any social network. This paper extends [Che-
ung et al. 2013] by measuring and analyzing how the user behaviors affect the pre-
diction, and predicts the virality timing of a piece of content from all of its associated
social cascades, and does so through an iterative and self-correcting algorithm using
big data. This paper is different from our previous works [Cheung et al. 2013][Junus
et al. 2015] in the following: 1) conducted in practical situation to predict the virality
of content which consists of multiple cascades, that is not possible in [Cheung et al.
2013]; 2) intensively measured the infection duration, that is not reported and studied
in our previous works, and is not obvious but necessary for virality prediction of con-
tent, which consists of multiple cascades; 3) formulated mathematically the approach
in [Cheung et al. 2013], and proposed a practical algorithm and system for virality pre-
diction; 4) added one more dataset, Twitter, to verify the proposed algorithm, which is
not studied in our previous works, and studied the infection duration.

3. SOCIAL CASCADE
In this section, the concept of social cascade is described, followed by the basic repro-
duction number and its relation to the growth of content popularity.

3.1. Definition
A social cascade is a process of information diffusion in a social network [Cha et al.
2008]. An example of a social cascade in Flickr is shown in Fig. 2, in which each node
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Fig. 2: Social cascade.

(i.e., a user) is sharing a common photo with connected nodes (i.e., his/her friends) in
a social graph. Node A, who first shares a photo P , is the initial node (or the seed)
and has generation index 1 in a social cascade. To form a social cascade, two users
must have a social connection (e.g., friends or followers) first, either bi-directionally or
uni-directionally, in a social graph. Nodes B and C, who have social connections with
node A, reshare photo P after node A does. Both nodes B and C have generation index
2 in this cascade, and node F is infected with generation index 3 through its existing
social connection with node C. The infection takes varying time durations to occur. For
example, node B may need more time to read the content than node C before sharing
it with others. Such infection duration variations depend on cascade dynamics. [Cha
et al. 2008] investigated the social cascade of images in Flickr, and concluded that
viral spreading can be more effective than physical infectious diseases like measles.
In online social networks like Digg and Twitter, friends of a voter/poster can see the
story/tweet from someone, and can vote for the story or retweet the same content to
others through their existing social connections. A lot of data about user sharing will
thus be available for virality investigation in social cascades.

3.2. Basic Reproduction Number
Basic reproduction number, R0, is defined as the expected number of secondary
infections due to an infected node in a cascade. In epidemiological models, if R0 >
1, one infected node will infect more than one nodes as shown in Fig. 3 (a) and the
solid line in Fig. 3 (d), and the cascade size will grow fast. R0 = 1 is the critical case
where the cascade grows linearly with the generation, as shown in Fig. 3 (c) and the
dotted line in Fig. 3 (d). If R0 < 1, the number of infected nodes will decrease for each
subsequent generation, as shown in Fig. 3 (b), and the cascade will fizzle out before it
can infect many nodes, as per the broken line in Fig. 3 (d).
R0 can be approximated if the number of uninfected nodes is much larger than

the number of infected nodes and if the network is highly infectious in nature [Cha
et al. 2008]. Since the proposed algorithm focuses on the initial fast growing stage,
the first assumption holds. [Broxton and Wattenhofer 2013] reports that online
content generally gains traction and fades quickly, but as reported in [Szabo and
Huberman 2010], their popularity can still grow even after a long time, e.g., years,
after their cascades start. All nodes are assumed to be infected eventually, thus
fulfilling the second assumption. The theory of epidemiological models from [May
and Lloyd 2001] shows that the basic reproduction number in a network is given by:

R0 = ρ0(k2)/(k)2, (1)

where ρ0 = βγk. β and γ are the transmission rate and infection duration, respectively,
while k is the node degree, and k represents the mean value of the node degree. Eq. 1
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Fig. 3: Social cascades when (a) R0 > 1, (b) R0 < 1, (c) R0 = 1, and (d) the prediction
curves.

Fig. 4: Content spreading caused in multiple cascades by highlight/recommendation
mechanisms in a social network (as circled in the solid line), rather than shared from
friends (as circled in the broken line).

is proven to accurately model more than 1000 shared pictures in Flickr over different
social cascades. The growth of a cascade is affected by different factors: content, seed,
resharer, cascade structure and temporal features [Cheng et al. 2014], which can be
captured by R0. For example, more viral content has a higher β. The properties of
the seed and resharers, as well as the cascade structure, can be captured by k in Eq.
1. [Cha et al. 2008] states that the basic reproduction number R0 can be obtained
by counting the number of infected nodes directly from the seed. For example, R0(1)
and R0(2) in Fig. 3 (a) are 2 and 2.5, respectively, while R0(1) and R0(2) in Fig. 3
(b) are 0.667 and 0.5, respectively. A viral piece of content will infect more nodes in
one generation, resulting in a higher R0. The initial R0 cannot capture the network
structure and the cascade dynamics as they keep changing as the cascade grows. R0

should be re-calculated when more data is available, and thus will be updated from
collected data at each prediction computation in our proposed algorithm.

3.3. Multiple Cascades of Viral Content
Top news from followed people on Digg in Fig. 4 allows an ongoing cascade to grow.
However, a piece of content may be spread among users through multiple cascades
through recommendations, as in Fig. 4, or even beyond social network mechanisms.
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Fig. 5: Extracting social cascades from big data.

Those users are not infected through a single cascade, so they are considered as the
seeds of new cascades. All cascades of the same content are changing individually,
and should be aggregately evaluated for the growth of the content virality. Fig. 5 is
an example of a piece of content shared on a social network. At t2, the same piece of
content has generated three cascades. In predicting the piece of content’s size, cascades
1, 2, and 3 need to be considered. However, cascades may have different dynamics, as
captured by R0. Calculating R0 in each cascade may not properly capture the cascade
growth, soR0 is calculated with all the cascades of the content, and is used to represent
the content. Thus, predictions are calculated for all the cascades separately, and the
content virality is predicted from the collective behavior.

4. DYNAMICS OF SOCIAL CASCADES FOR VIRALITY
In this section, a detailed analysis of cascade dynamics with respect to content virality
will be introduced. The properties of the datasets will be measured first, followed by
the properties of cascades.

4.1. Datasets
Two datasets from social networks, Digg, and Twitter, are evaluated in this work. The
first social network, Digg, is a website where users can submit stories/news, and their
friends can track the submissions and votes. A newly submitted story can be voted
on, and becomes visible to the voter’s friends so that they can also vote. The dataset
was scraped and evaluated by [Lerman and Ghosh 2010] in 2006 and 2009 with Digg
API, and includes submitter IDs, submission time, list of voter IDs and their friends’
IDs, and the time of each vote. There are 3,018,197 records involving 3,553 stories
and 139,409 users, who were anonymized before sharing with this works 1. Similar
to the definition of a social cascade in [Cha et al. 2008], a user must be a follower of
a voter before the user can vote for the same story. The second dataset was scraped
from Twitter in 2012 by [Baos et al. 2013] with Twitter API, and includes tweeter ID,
tweet time, retweeter ID, and retweet time. There are a total of 1,431,573 collected
tweets on the Spanish protest, the 15-M movement, with 398,790 users, gained by col-

1data available at: http://www.isi.edu/ lerman/downloads/digg2009.html
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Fig. 6: Cascade size in: a) Digg, b) Twitter.

Fig. 7: Infection duration (minutes) vs no. of infected nodes in the first: (a) 200 min; (b)
20 min.

lecting tweets with hashtags related to the movement. User relationships are captured
through retweets and mentions to make sure that they are infected by a social cascade.
The Twitter data is collected using the streaming API, which only allows no more than
1% of all tweets in the Twitter public timeline. The actual number of tweets should be
much higher, but the lack of control on how APIs return tweets may lead to underesti-
mating the size of cascades. However, it is still a good source for the experiment as the
cascade properties can be identified as in Digg. The properties of cascades on Digg and
Twitter are discussed in the next subsection.

4.2. Dynamics of Cascades
In this subsection, the dynamics of the cascades are studied. Fig. 6 shows the his-
togram for the cascade sizes for both datasets, which exhibit a common behavior in
both datasets: most of the cascades are small in size, and only a few of them are large.
This confirms the previous discussion that content virality can be caused by multiple
cascades. If that is the common situation for most content in all social networks, then
at least one of the required steps in the proposed prediction algorithm is to identify the
large cascades and process their aggregate impact on the virality timing due to their
significant growths.

It is interesting to observe the infection duration of the cascades. This is the elapsed
duration from a node sharing a piece of content to the moment its neighboring node
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shares the same content, i.e., the time required for a user to read and share the news
on the social network. A measurement is carried out to obtain these dynamics in a
social cascade. Fig. 7 (a) shows a distribution of the duration required for a cascade to
infect potential nodes. It is observed that the peak of the infections occurs at the early
stage, that is, a short period of time after a node is exposed to a new piece of content.
Based on the results for these datasets, it is hard to conclude that the distribution fol-
lows a distribution that most infections occur at the beginning of the cascade, and it is
zoomed in, as shown in Fig. 7 (b). There will be fast-growing stages in the popularity
growth of viral content, and infection durations in these stages are small. Since this
paper focuses on the fast-growing stage, using a deterministic approach in obtaining
the infection durations can reasonably estimate those for cascades in this stage.

5. THE PROPOSED PREDICTION ALGORITHM
The focus of this work is to predict the time needed for content to reach a viral target,
i.e., the targeted population size. This is achieved by a 5-stage (stage A to stage E)
algorithm, as shown in Fig. 8, an iterative algorithm using real-time big data about
multiple cascade dynamics with changing R0(t) evaluated in each prediction at time t.
The first stage, stage A, is the collection and processing of the data, in which cascades
of a piece of content are extracted from the social network without interruption and
related cascade information is gathered. For each cascade, the growth is predicted
iteratively to capture the dynamics of the cascade and network, as in stages B and C.
Those predictions on cascades of the content are summed up and the predicted time for
the content to reach the viral target is obtained by a root-finding method, as in stage
D. Finally, the algorithm loops back to stage B, with updated extracted data after a
predefined cycle, To, or is stopped when stopping conditions are fulfilled as in stage E.
It is summarized in Alg. 1. Each stage is described in detail below.

Algorithm 1 The proposed prediction algorithm
Input: viral target N and targeted content
Output: predicted timing of virality t(N) of the targeted content
while true do

if N(t) ≥ N or t ≥ Tout then break;
end if
obtain L(t) cascades of the targeted content at time t
initiate future time t′ = 24 hrs
while true do

initiate N0(t, t′)=0
for each cascade a in targeted content do

obtain the infection durations of infected nodes at t
obtain the optimal duration from those infection durations
predict the number of infections at t′, n′a(t, t′)
N0(t, t′) = N0(t, t′) + n′a(t, t′)

end for
if N0(t, t′) reaches targeted resolution then break;
else t′ = new future time as Alg. 2
end if

end while
end while
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Fig. 8: Stages of the proposed algorithm.

5.1. Extracting Multiple Social Cascades of Viral Content - Stage A
Parameters of social cascades that are necessary for the virality timing prediction in
later stages are extracted in this stage. Fig. 5 is an example of multiple cascades ex-
tracted from the data in a social network. The left-hand side shows how cascades of
content spread on the social network with a group of users, and the right-hand side
shows the extracted cascades. The first nodes in cascades 2 and 3 are not infected
through a social cascade, but through other mechanisms in the social network, e.g., a
highlighted/recommended post on the front page of a social network, as in Fig. 4. Once
a node is infected, its neighbors will read through the news feed and decide if they
will share the content. The y-axis represents the timing of the sharing behaviors in
the social network at time t1, t2 and t3. In each prediction cycle, N(t), the number of
infected nodes of content at time t, and the total number of cascades for the content
at time t, L(t), are extracted. For example, in Fig. 5, N(t3) and L(t3) are 6 and 3 re-
spectively. ga(j) is the generation index of node j in cascade a. The number of newly
infected nodes at time t for cascade a, ∆na(t), and R0(t) are also counted from the ex-
tracted data. The infection duration of each node in the cascade a is recorded, and the
set of infection durations, Da(t), is updated. This process is carried out continuously
as in Fig. 8. Table I summarizes the extracted parameters for the prediction.

5.2. Estimating Key Dynamics of Cascades - Stage B
In each iteration, the number of infected nodes of individual cascades increases as
more data becomes available. A key parameter for the prediction is the cascade du-
ration, i.e., the duration of time for infections in one generation to occur. The cascade
duration da(t) should be recalculated such that most of the nodes’ generations are cor-
rect for cascade a at current time t, as illustrated in Fig. 9. The first cascade and the
extraction start at t0, and the first evaluation on the key cascade dynamic is from t1 to
t3, and so on. In Fig. 9 (a), d1 at t3 is calculated such that most of the infections are in
the right generation except the unfilled node, which takes much longer to be infected.
Generation indexes of many infected nodes are incorrectly identified if da(t) cannot
capture the infection duration, which in turn reduces the accuracy of the prediction, as
shown in Fig. 9 (b), with duration d2. There are many unfilled nodes, which means that
many generation indexes are incorrect. Eq. 2 illustrates this concept. Case 1 of Eq. 2
represents a node’s generation index correctly captured by some duration. However,
the duration may not estimate all the generation index correctly, as illustrated by the
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Fig. 9: Cascade a with different values of da(t3) and the predicted number of infected
nodes for cascades a: (a) d1, (b) d2.

unfilled nodes in Fig. 9 (b). This is expressed in case 2 of Eq. 2.{
ga(j, d) = g′a(j, d) case 1

ga(j, d) 6= g′a(j, d) case 2
(2)

An indicator function I(j, d) is defined below to evaluate whether an infected node
is captured with the correct generation index when the prediction algorithm processes
the extracted data available in real-time.

I(j, d) =

{
1 ga(j) = g′a(j, d), case 1 correct generation index
0 ga(j) 6= g′a(j, d), case 2 wrong generation index

(3)

Therefore, a suitable cascade duration ga(t) that is used to compute the virality timing
should be a duration that gives the highest count of nodes with the correct generation
indexes at time t. Such a cascade duration can be identified from the collection of
infection durations in a cascade learned from the data extracted so far at time t:

da(t) = arg max
d⊂Da(t)

na(t)∑
j=1

I(j, d), (4)

where Da(t) is the set containing all possible choices of cascade durations learned from
the collected data so far, na(t) is the number of infected nodes at time t of cascade a,
and d is a cascade duration to be evaluated for whether it is suitable for prediction.

5.3. Prediction of Virality Timing from an Individual Cascade - Stage C
As discussed earlier, a better basic reproduction number R0(t) could be calculated from
the data scraped at time t as t increases. The predicted total number of infected nodes,
n′a(t, t′), in cascade a at time t for a future time t′, can be modeled by the sum of a
geometric series [Cheung et al. 2013]:

n′a(t, t′) = na(t) +

ka(t,t
′)∑

j=1

∆na(t) · (R0(t))j , (5)

where na(t) is the current number of infected nodes, and ∆na(t) is the number of newly
infected nodes at time t in cascade a. The maximum value of generation index, ka(t, t′),
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Fig. 10: Predicted cascades growth with suitable durations at: (a) t′2, (b) t′4.

in cascade a at time t for a future time t′, is:

ka(t, t′) = b t
′ − t
da(t)

c, (6)

where da(t) is the duration from Eq. 4.

5.4. Prediction of Virality Timing from Multiple Cascades - Stage D
This section presents how N ′(t, t′) can be calculated based on the result of Stage C,
and applies a bisection approach to obtain the future time t′ that N ′(t, t′) reaches N .
As discussed in Section 3.3, multiple cascades can spread for the same piece of content
simultaneously, and the growth of a cascade is predicted separately in stage C. To
predict the virality timing of a given target N at time t, each cascade of the same
content is extracted and the growth is predicted at future time t′ as shown in stage D
of Fig. 8. The total number of cascades of the content at time t, L(t), is updated from
the collected data in stage A of Fig. 8. At current time t, the total number of infected
nodesN ′(t, t′) for the content at a future time t′ could therefore be estimated as follows:

N ′(t, t′) =

L(t)∑
a=1

n′a(t, t′). (7)

Fig. 10 illustrates this idea. The growth of some content at t1 is captured in Fig. 10 (a).
There is only one cascade and the growth is predicted accordingly. When more data is
extracted at t3, the growths of the 2 cascades at t′, n′a(t3, t

′
4) are predicted and summed

up to calculate N ′(t, t′). Hence, a predicted timing of virality, t(N), will be the soonest
time at which N ′(t, t′) of the content will reach or go beyond a given viral target N ,
which could be computed by solving the following:

t(N) = arg min
t′
N ′(t, t′) ≥ N (8)

Computing t(N) in Eq. 8 can be solved iteratively by Eq. 7 with different values of t′,
which is a root-finding problem for which a start time is set for the first iteration. The
start time depends on the application, such as a month if the viral target is expected
to be reached in years. Based on our dataset, the algorithm starts with an initial value
of t′ as 24 hours (i.e., t′ = 24 hours). If the initial N(t, t′) < N , i.e., the viral target
can be reached at the future time t′ (t′ = 24 initially), the prediction problem falls into
case 1 of Fig. 11 (a), and into case 2 of Fig. 11 (b) otherwise, and t′ will be doubled
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Fig. 11: Finding t(N) through Bisection Algorithm for: (a) resolution of 1 minute when
t(N) < 24 hours, (b) with resolution of 24 hours when t(N) > 24 hours.

Fig. 12: Example of prediction, a better algorithm takes less data with a smaller error.

until N(t, t′) < N . This becomes a problem of finding the first converging t′ that fulfills
the condition, i,e., the change of t′, ∆t, is smaller than the timing resolution, Tr. The
proper value of ∆t and ways to converge to a solution of t′ are solvable by common
root-finding methods like the Bisection Algorithm and Secant method [Wolfe 1959]. If
the target is predicted to be reached after a few days or even weeks (case 2), a lower
resolution is preferable: a high resolution will consume a lot of computing resources
when such resolution is not required. If the viral target can be reached within a day
(case 1), the algorithm needs to be more precise in determining the virality timing. Tr
can be another number depending on the application, but still fall to case 1 and case
2, or even more cases. In the proposed system, Tr, is set to be 1 minute in case 1 and
1 day in case 2. The bisection method is terminated when ∆t is smaller than Tr. The
detailed steps are shown in Algorithm 2.

Fig. 12 shows an example of prediction. Cascade information from iterations 1 to
3 are input to the algorithm and the prediction curve at iteration 3 is calculated. The
prediction error is marked by the circle. A smaller prediction error implies higher accu-
racy. However, there is a trade-off between the error (deviation of t(N) from the actual
virality timing) and the amount of data needed. A good algorithm should bound the
error within a low value at a relatively early stage of the virality.
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Algorithm 2 Bisection Algorithm to Compute t(N)

Input: viral target N
Output: predicted timing of virality t(N)
Initialize t′ = 24 hrs, t′′ = 0;
find N(t′);
if N(t′) == N then . viral target is reached at exactly t′

t(N) = t′; break;
end if
if N(t′) < N then . viral target is reached before t′

Tr = 1 day;
else

Tr = 1minute;
end if
while N(t′) < N do . viral target is reached after t′

t′′ = t′; t′ = 2∗t′; find N(t′);
end while
while true do

∆t = |t′ − t′′|;
t(N) = t′ + ∆t/2;
if N(t′) == N then . viral target is reached at exactly t′

t(N) = t′; break;
else if ∆t < Tr then . timing resolution is reached

break;
else if N(t′′ + ∆t/2) < N then . bisection resolution increased

t′′ = t′′ + ∆t/2; continue;
else

t′ = t′′; t′′ = t′′ −∆t/2; continue;
end if

end while
return t(N);

5.5. System Stopping Conditions - Stage E
Sometimes, the viral target cannot be reached in a reasonable time, for example, in
weeks after a marketing campaign starts. The system can be stopped to save compu-
tational resources. As shown in Fig. 8, the prediction algorithm in this stage would be
terminated when one of the conditions (C1 or C2) is realized.

C1. the number of currently infected nodes, N(t), is higher than the viral target,
N , and no more prediction is needed:

N(t) ≥ N (9)

C2. the current time is longer than a reasonable time Tout defined by the user:

t ≥ Tout (10)

In applications like viral marketing, the time to reach a viral target is important. For
example, if the marketing campaign has run for a reasonably long time Tout and the
target still cannot be reached, the operation can be terminated to save costs. Tout is
defined by the user and depends on the application, such as days for a marketing
campaign of a movie when it is on show in cinemas. Parameters used in the algorithm
are defined in Table I.
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Table I: Parameters used in the proposed prediction algorithm
(a): Values extracted from social media
Parameters Definition

R0(t) basic reproduction # at time t
N(t) # of infected nodes at time t for content
L(t) # of cascades in content at time t
ga(j) generation index of node j in cascade a
na(t) # of infected nodes at time t of cascade a

∆na(t) # of newly infected nodes at time t for cascade a
Da(t) the set of infection durations of nodes in cascade a at time t

(b): System parameters
Parameters Definition

N user-defined viral target (targeted population of some content)
Tout user-defined timeout period
To user-defined prediction interval

(c): Values from computations
Parameters Definition

g′a(j) estimated ga(j) for a given duration
t′ a future time for the prediction

n′
a(t, t′) predicted na(t) at time t for future time t′

N ′(t, t′) predicted N(t) for future time t′ for content
da(t) calculated cascade duration of cascade a used in time t
t(N) predicted minimum time needed to reach N
ka(t) computed the maximum generation index at time t for cascade a

(d): Values for evaluation
Parameters Definition

tGT actual time the content reaches N
Er computed percentage error in prediction

6. EXPERIMENTAL RESULTS
This section evaluates the trade-off between available data and prediction error. A
greater amount of data available can reduce the prediction error, but will lose the pre-
diction value as it is closer to the actual virality timing. A good algorithm should give a
prediction with a reasonable bounded range of error at the earlier stage of its virality,
such that the prediction result could be useful for practical applications. To benchmark
the error range, Er is defined as the percentage of deviation from the ground truth (i.e.,
the actual time to reach the viral target) [Zhang and Rice 2003]:

Er = min(
|t(N)− tGT |

tGT
, 1) (11)

where t(N) is the predicted time to reach N and tGT is the ground truth. A smaller Er
implies a more accurate virality timing prediction. Note that Er is bounded by 1, as
E > 1 means the prediction is totally different from the ground truth (e.g., t(N) = 0).
As a result, the maximum of Er is set to 1 in the experiment. In order to compare the
effectiveness of the proposed system, a regression model using Frechet distribution
was built based on [Bauckhage et al. 2013]. This distribution fits the characteristic of
a social cascade: a social cascade starts with a slow growth, followed by a fast growth,
then a long burn-out period. The trend of the curves is fitted with time as the input and
the number of infections as the output to estimate the time to reach the viral target.
As the range of the distribution is from 0 to 1, the distribution is scaled by the final
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number of infections, Nfinal, and fitted as following:

N(t) = (e−(t/β)
−α

)Nfinal, (12)

where β and α are parameters to be fitted. The comparison is conducted with the same
procedure, in which the prediction is made when there is more available data, and then
is compared with the ground truth. As Nfinal is not available during the prediction,
Nfinal is set with different values to test the efficiency of a regression approach.

6.1. Datasets from Online social networks
The proposed algorithm is evaluated with data from 2 popular online social networks,
Digg and Twitter. More than 3 million and 1 million sharings are involved, respectively.
In particular, the most popular story from each dataset is selected to demonstrate how
the algorithm performs. The virality of the stories, e.g., a Digg story reached 1300 votes
in less than four hours, makes them good samples for the experiments. The ground
truth is based on the actual time that content reaches the viral target, N . The predic-
tion results for the two popular stories in Fig. 13 are for a target of 15000. The results
of the two stories show a similar tendency: when more data is available, the prediction
is more accurate. In Fig. 13 (a), Er of the most viral content in the Digg dataset with
30%, 60% and 90% available data is 57.2%, 37.4% and 8.2%, respectively. In Fig. 13 (b),
Er of the most viral content in the Twitter dataset with 30%, 60% and 90% available
data is 36.6%, 10.2% and 1.2%, respectively.

In order to obtain a general performance of the algorithm, the predictions of the
most popular pieces of content which reach the viral target 2000 in the two datasets
are also evaluated by Er. Any reasonable viral target can give similar results, and of
2,000 is used as an example. There are a total of 293 and 21 pieces of content that
reach the viral target on Digg and Twitter, respectively. Fig. 14 (a) shows the result
for the Digg dataset, while Fig. 14 (b) shows the result for the Twitter dataset. It is
observed that Er decreases with increasing amount of data. In the beginning, there
is insufficient data to capture the cascade dynamics. When more data is captured in
later iterations, Er is reduced drastically. Fig. 14 shows that with about 50% of the re-
quired content virality data available (i.e., halfway before reaching its actual virality
timing), the error of predicted timing is bounded within 40% deviation from the actual
timing. Although Er drops slower than the beginning when more data is available, one
important conclusion about the algorithm is that the algorithm can make the predic-
tion with a relatively small amount of data. As observed, although Er reduces with a

Fig. 13: Time and the number of infected nodes N(t) of the most viral content in (a)
Digg, (b) Twitter.
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Fig. 14: Er for viral content (Nfinal ≥ 2000) in (a) Digg, (b) Twitter.

Fig. 15: i and N(t) in (a) the forest fire model, (b) the Kronecker graphs.

Fig. 16: Er in (a) the forest fire model; (b) the Kronecker graphs.

higher Nfinal, the fitting by Frechet distribution does not give a better performance.
Although it has a smaller Er when more data is available, it generally has a higher
Er than the proposed algorithm. The experiment is implemented as a Matlab program
running on a machine with 8 Gb of memory and an i5-4570 CPU. The runtimes are
3,573.5 s and 87.3 s, or on average, 12.2 seconds and 4.16 seconds per content on Digg
and Twitter, respectively.

Synthesized data will be used in the next section to simulate social cascades under
extreme conditions with different infection rates and network densities.
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6.2. Synthesized Datasets
In order to understand the generic prediction performance for future real-world appli-
cations, two synthesized social graphs with different network densities are generated.
The first social graph is generated with the forest fire model [Leskovec et al. 2005]
while the Kronecker graph [Leskovec et al. 2010] is used for the second social graph,
which fulfills properties such as densification laws, shrinking diameters and other
properties of social networks. A social graph with 50000 nodes with 268657 edges out
of 2.5 billion edges is generated by the forest fire model, and another one with 59049
nodes with 9765625 edges out of 6 billion edges is generated for the Kronecker graph.
The network densities are 0.011% (i.e., low density) and 0.163% (i.e., high density) for
the forest fire model and Kronecker graph, respectively. Cascades are generated in the
two social graphs under high and low infection rates using the Independent Cascade
Model (ICM) [Granovetter 1978]. High infection probability is used such that most of
the nodes will be infected eventually. Another low infection probability is used such
that it is just enough for the content to reach the viral target. Fig. 15 shows the pre-
diction curve and the ground truth of the generated cascades. In these datasets, the
actual generation indexes of nodes are known. Predictions are on iterations 10, 20 and
30. A conclusion similar to that for the real datasets can be drawn from the two mod-
els: the accuracy of the prediction improves with more iterations, i.e., with more data
available.

Similarly, the prediction is evaluated by Er with 20 trials conducted with high and
low growth rates, with 20 random nodes in each trial as the seeds to model the effect
of multiple cascades on the same piece of content with high and low infection rates.
t(N) is calculated and compared with the ground truth in each iteration, and the av-
erage Er is obtained. The results are summarized in Fig. 16. There is a similar trend
for Er at both high and low infection rates: Er drops dramatically at the beginning.
Later iterations have a smaller Er as more data is available. Er as low as 20% can be
achieved with only 20% of the extracted data. The two synthesized datasets prove that
the proposed algorithm works well on networks with different densities and cascade
dynamics. As observed, the fitting by Frechet distribution does not give a better per-
formance. Although it has a smaller Er when more data is available, it generally has
a higher Er than the proposed algorithm. Fig. 17 shows the mean and standard de-
viation of the results of different simulations that start with randomly selected nodes
on the synthesis datasets. The curve is Er with a different amount of available data,
with the upper and the lower bound of the vertical line one standard deviation from
the mean. It is observed that that standard deviation reduced with more data. The
experiment is also implemented as a Matlab program running on the same machine.
The runtimes are 17.1 ms and 37.1 ms on the content of the fire forest model and Kro-
necker graph respectively.

In summary, results from 2 popular social networks - Twitter and Digg, as well as
results from the 2 synthesized networks with extreme network densities and infection
rates, prove that the proposed algorithm only requires 50% of the data (i.e., halfway
before reaching its actual virality timing), to achieve an error bounded within a 40%
deviation from the actual timing.

6.3. Discussion
In this section, two pieces of content were selected to illustrate how the proposed al-
gorithm could fail, as shown in Fig. 18, and directions are highlighted to improve the
proposed algorithm based on the illustration. Fig. 18 (a) shows N(t) with t of the con-
tent with the highest Er in Digg. It is observed that N(t) grows fast at the beginning,
but becomes slow when it is 20% from the viral target, and a large Er can be observed.
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Fig. 17: Er with mean and one standard deviation: (a) the forest fire model, (b) the
Kronecker graphs.

One of the reasons is the members of communities that are interested in the content
are mostly infected, so the growth rate becomes very small [Weng et al. 2013]. The
proposed algorithm can be improved by considering communities. However, if the viral
target is set to be 1000, the performance of the proposed algorithm will be good, as
the growth at the beginning suits the proposed method well. When the cascade is first
started, there are many users that are available for infection, which fits the assump-
tion well. Fig. 18 (b) shows content with a high Er at the beginning, where the growth
rate at the beginning is small but it grows very fast later. The growth may be triggered
by the growth of social cascades, such as infecting users with a high number of follow-
ers. The proposed algorithm can be improved by using outbreak time prediction with
social cascades.

It is also interesting to understand when the proposed algorithm gives the best per-
formance. Fig. 19 shows the prediction with the best performance on Digg. There is
a viral content, in which the viral target is met within 1 day. It is observed that the
number of infections of this content grows exponentially, and the error rate of the pre-
diction is less than 20% in most of the cases. As discussed in the previous section, the
proposed algorithm gives the best performance at the fast growing stage, i.e., the viral
target is met when the growth of N(t) is still fast growing. A similar analysis is con-
ducted on the content with the best performance on Twitter. A similar observation can
be found: the viral target is reached at the fast growing stage. More investigation is
needed, such as identifying similar content [Weng et al. 2013] for prediction.

Table II shows the average value of major parameters in Table I. Similar to the pre-
vious section, the values are measured from 10% data to 90% data with a bin size of

Fig. 18: Examples of content with a high Er, N(t) growth (a) stops by conditions, and
(b) the growth is triggered by external events.
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Fig. 19: Content with the best performance on Digg: (a) growth of the content; (b) Er.

Fig. 20: Content with the best performance on Twitter: (a) grows of the content; (b) Er.

10%. For example, the target in Digg and Twitter is 2,000, the values are measured
when the number of infected nodes is 200, 400, 600 and so on. For the time to reach the
viral target, tGT , content on Digg takes a longer time than content on Twitter. tGT on
the Kronecker graph is reached faster than the forest fire, for both high and low infec-
tion rates. One of the reasons behind is the network density, as the networks generated
by Kronecker graph has a much higher density (10 times higher). It is also observed
that R0(t) and ∆na(t) are small, and L(t), the number of cascades per content is big
on Digg and Twitter. As shown in Fig 7, most of the cascade sizes are small, and only
a few of them are big. Note that in the synthesized dataset, the number of cascades is
equal to the number of seeds, i.e., 20. As a result, na(t) is always equal to 350, as the
samples are taken at 1,400, 2,800 and so on. Another parameter in the experiment is
da(t), the calculated cascade duration of cascade a at time t. As shown in Fig. 7, the
peak time of infection is 240 s and 60 s on Digg and Twitter, respectively. However, the
values in Table I are are bigger to give the best estimation of the generation index of
a node. Note that in the synthesized dataset, the generation index of a node does not
need to be estimated.

7. CONCLUSION AND FUTURE WORKS
There have been many previous works that predict content virality (popularity), but
only a few on the timing of reaching such virality. This work has intensively mea-
sured social cascades of viral content from Twitter and Digg to describe and evaluate
correlations between cascade dynamics and virality timing. A practical self-correcting
iterative algorithm was proposed to predict the viral timing by using data on cascade
dynamics, followed by an extensive verification on the proposed algorithm with data
from Twitter, Digg and synthesized datasets with extreme conditions to prove the pre-
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Table II: Mean Values of Major Parameters
Parameters Digg Twitter forest fire Kronecker

N 2,000 14,000
tGT 122,000s 2,960s 86.7 52.0

tGT (Low infection rate) NA 59.3 40.6
tGT (High infection rate) NA 114 63.3

R0(t) 1.01 1.31 1.21 1.214
L(t) 846 735 20 20
na(t) 1.22 1.35 350 350

∆na(t) 44.8 10.9 6.81 13.4
da(t) 1,007s 278s NA

diction’s effectiveness. The experiments show that the algorithm can predict virality
timing with an error bounded to be within a 40% deviation from the actual virality
timing with 50% of the required data (i.e., halfway to the viral target) available, which
is better than a regression model fitting using Frechet distribution. These contribu-
tions create a long-term impact in this research field and real-world applications for
marketing, advertising, entertainment, etc., in today’s era of big data.

One of the possible future works is to test the proposed algorithm in other social
networks to verify whether the same observation and conclusion can be found in net-
works with a similar mechanism that forms social cascades. The proposed algorithm
may be able to provide insights into the prediction. Another possible future work to
improve the effectiveness of predictions could incorporate sharing probability of in-
dividual users of content, which is proven to affect information diffusion and social
contagion [Pei et al. 2012]. Community structures in a social cascade as well as tie
strengths from user interactions may be considered in R0(t) to achieve a possible bet-
ter prediction performance. The approaches taken in each stage of the algorithm can
also be investigated further to improve the algorithm’s effectiveness.
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